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* Images: vendors, models, updates, acquisition protocols (technical parameters, new
images), patient source of variation (heart rate, glucose level, movement, body
constitution, weight), processing (denoising), annotations (intra/interobserver detection
and segmentation biases).

* Clinical: diseases (MAFLD) and classification systems (TNM versions).

* Ground Truth: units and thresholds (140 to 126 mg/d| glucose), pathology (observer,
criteria, molecular diagnosis).

All Al algorithm performance degrades over time: naturally occurring changes in local
data, environment and targets.

Heraclitus of Ephesus: the only permanent thing is change

Pianykh OS, Langs G, Dewey M, Enzmann DR, Herold CJ, Schoenberg SO, Brink JA (IS3R). Continuous Learning
Al in Radiology: Implementation Principles and Early Applications. Radiology. 2020;297:6-14.
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Future-Al: trustworthy medical Al
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https://future-ai.eu/

Equitable; Bias controlled Uiy O
Use of standards; Actionable

Documentation; Monitoring; Code accessibility
Acceptability; Deployable; RWD Performance

Replication & Reproducibility (independent RWD)
Meaningful

7 .;io‘nﬂ;ﬁféth Efficacy-Effectiveness Gap
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Robustness: RWD Performance

expected or unexpected variations in the input data.

 Harmonizing datasets — images.
* Continuous training on new data.

Nan Y et al. Data harmonisation for information fusion in digital
healthcare: A state-of-the-art systematic review, meta-analysis
and future research directions. Inf Fusion. 2022;82:99-122.

chaiMelé

N CHAIMELEON Project — GA: 952172

Ability to maximize the out-of-sample generalizability.

|Harmonisation chlmiquch
:

Distribution-based z\«lclh()dsj Image PmccssingJ

e BM-ComBat ¢ QN-ComBa

Location-scale Methods:
e ComBat e ComBat-seq
t
* DWD

e CPN

Iterative Clustering Methods:
e Harmony

Nearest Neighbours Methods:
e MNN

e Scanorama

e BBKNN

e Scurat

e RUV-2 e SVA e SVDH

e scMerge o PLN

e RAVEL

Remove Unwanted V:lri:llinns:J

i Image Filtering

{ Physical-size chumplingj

Standardization/Normalization:
e GCN

e LCN

‘e HM

e FRCN

e CategoryCN

e CCN

Stain Separation Methods:
e CD

e SPCN

|e ACD

e RCCSS

e StainCNNs

Spherical Harmonics:
|® RISH e SMH

1 Distribution Alignment
| CDFA e GCDF e PDFM

| Synthesis

Paired sample-to-sample Synthesis:
e MLPH

e SHNet

® Deep-RISH

e DeepHarmony

e Deep HDKI

e Deep HRK

e Deep HST

e MMD-ResNet

e PSI-CLONE

e CycleGAN
e Conditional VAE

e scAlign

Ability of an Al tool to maintain its performance and accuracy, under

Invariant Feature Lc:u‘ningJ

)|
Unpaired sample-to-sample Sy nlhcu\J

Dictionary Learning:

1e SDL
e UCRL

1e DESC

Autoencoder based MclhudsJ

e BERMUDA

Adversarial Learning Methods
e AD’AH

{e DUH

e scDGN
e NormAE
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Healthcare service
(Production - RWD)
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Mean AUC = 0.69 + 0.09
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Predictions are monitored in terms
of performance on system health

Clean the data and label if Selects the most oo
required for retraining informative data samples W




-"' #%, PRIMAGE

3 [ X
Q@ IS3R 2023 | Berlin/Germany | August 24-26, 2023 @2 ';-_. Medic |"tmﬁ% g

. Childhood c. esearch

A hurdle of continual learning solutions is catastrophic forgetting.

ability to subsequently learn more similar tasks down the line.

Recent solutions:

Vladymyrov M, Zhmoginov A, Sandler M.
Continual Few-Shot Learning Using HyperTransformers.
2023 arXiv:2301.04584v2

INTERNATIONAL SOCIETY FOR STRATEGIC STUDIES IN RADIOLOGY

Jo(@) = Lo (fau ("),

Hyper CNN

Transformer Fao@©)
b0 = ay(S®,0) | 6,

[

Op_1

Limitations for regulatory clearance and implementation as a Medical Device.

Catastrophic Forgetting: “Phenomenon where Al systems lose information from
previous tasks while learning new ones.”
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Figure 1: In few-shot continual learning, the model learns from T tasks sequentially. For the first task (task
0), the CNN weights 6y are generated using only the support set SO)_ For each subsequent task t, the
CoNTINUAL HYPERTRANSFORMER (CHT) uses the support set S (1) and the previously generated weights
01 to generate the weights 6;. To update the weights ¢ of the CHT, the loss is calculated by summing
the individual losses computed for each generated weight 6; when evaluated on the query set of all the prior

" tasks (QUNT_,.

Dissimilar tasks should be taught early in the continual learning process, but rarely
happens. Multitask dynamic models with versatile cognitive abilities improves the
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* Robust Al models EUROPEAN CANCER IMAGING  Federated Infrastructure with a Central Node e
should be periodically | """ | MeselGnesrinzee  El o
trained and retrained  Observational Studies Al Image Repositories
with new data (either Real Word . e maresnn B
local or decentralized e Imaging 1y [
from numerous sites) R
on dynamically
evolving and diverse Gavernanta B
population samples. P - - ERIG

* Role for the A | = P -
Infrastructure. #efE" Integrate / Standardized Data
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